Mapping grassland leaf area index with airborne hyperspectral imagery: A comparison study of statistical approaches and inversion of radiative transfer models
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Abstract

Statistical and physical models have seldom been compared in studying grasslands. In this paper, both modeling approaches are investigated for mapping leaf area index (LAI) in a Mediterranean grassland (Majella National Park, Italy) using HyMap airborne hyperspectral images. We compared inversion of the PROSAIL radiative transfer model with narrow band vegetation indices (NDVI-like and SAVI2-like) and partial least squares regression (PLS). To assess the performance of the investigated models, the normalized RMSE (nRMSE) and $R^2$ between in situ measurements of leaf area index and estimated parameter values are reported. The results of the study demonstrate that LAI can be estimated through PROSAIL inversion with accuracies comparable to those of statistical approaches ($R^2 = 0.89$, nRMSE = 0.22). The accuracy of the radiative transfer model inversion was further increased by using only a spectral subset of the data ($R^2 = 0.91$, nRMSE = 0.18). For the feature selection wavebands not well simulated by PROSAIL were sequentially discarded until all bands fulfilled the imposed accuracy requirements.
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1. Introduction

Hyperspectral remote sensing measurements have enhanced the understanding of vegetation biophysical characteristics such as leaf area index (LAI) (Lee et al., 2004; Schlerf et al., 2005; Schaepman et al., 2009). LAI, defined as one-sided leaf area divided by unit of horizontal surface area, is a key structural characteristic of vegetation because of the role of green leaves in controlling many biological and physical processes in plant canopies (Hansen and Schjoerring, 2003; Bacour et al., 2006). For example, the mapping and monitoring of LAI is mandatory for spatially distributed modeling of surface energy balance, vegetation productivity, water and CO$_2$ exchange (Turner et al., 1999; Pu et al., 2003).

In general, there are two common approaches to estimating vegetation biophysical characteristics from remotely sensed data (Liang, 2004; Baret and Buis, 2008). The statistical approach consists mainly in the computation of spectral vegetation indices or the use of several spectral bands in multiple (linear) regression models (e.g., Darvishzadeh et al., 2008b; Atzberger et al., 2010). To this category also belong methods based on the analysis of the red edge inflection point (Cho and Skidmore 2006; Cho et al., 2008; Darvishzadeh et al., 2009; Haboudane et al. 2008; le Maire et al. 2008), the use of artificial neural networks (Mutanga and Skidmore, 2004) and the use of spectral transformations such as band depth analysis (Schlerf et al., 2010). The physical approach involves radiative transfer models (RTM) that describe, based on physical laws, the spectral/directional variation of canopy reflectance as a function of canopy, leaf and soil background characteristics (Goel, 1989; Baret and Buis, 2008; Atzberger, 2010). Both approaches have advantages and disadvantages. While statistical approaches are fast and easy to implement, the derived relationships are recognized as being sensor-specific and dependent on site and sampling conditions, and are expected to change in space and time (Baret and Guyot, 1991; Colomboto et al., 2003). Conversely, modelling the transfer and interaction of radiation inside the canopy, offers an explicit connection between the vegetation biophysical and biochemical variables and the canopy reflectance (Houborg et al., 2007). A drawback in using physically based models is the ill-posed nature of model inversion (Combalt et al., 2002; Atzberger, 2004; Houborg et al., 2009), meaning that the inverse solution is not always unique as various combinations of canopy parameters may yield almost similar spectra (Weiss and Baret, 1999). The task is further complicated by the fact that radiative transfer models usually require the specification of additional input variables (e.g., soil background reflectance) for successful inversion.
Many efforts to remotely estimate and quantify vegetation properties using either statistical or physically based approaches have been carried out in the last decades. Many of the previous studies, however, investigated homogeneous and monospecific vegetation, for example, agricultural crops (Baret et al., 1987; Colombo et al., 2003; Danson et al., 2003; Atzberger, 2010), forests (Chen et al., 1997; White et al., 1997; Zarco-Tejada et al., 2004; Disney et al., 2006; Schlief and Atzberger, 2006), or they were based on simulated data (Broge and Leblanc, 2001; Chaurasia and Dadhwal, 2004). Several studies focused on hyperspectral analysis in mixed forest stands and savanna (Wessman et al., 1988; Bateson et al., 2000; Fava et al., 2009).

Mediterranean grasslands are characterized by heterogeneous canopies with a combination of different plant species in varying proportions. This poses challenges for remote sensing applications (Fisher, 1997; Röder et al., 2007). As little is known about heterogeneous (multiple species) grassland canopies (Darvishzadeh et al., 2008a; Vohland and Jarmer, 2008), more research is warranted to better understand the capabilities and limits of different retrieval algorithms.

The aim of this study is to contribute to the comparative assessment of statistical and physical based modelling by analysing the most widely used approaches. For this, LAI in a Mediterranean grassland is estimated using both statistical models and the PROSAIL radiative transfer model. The suitability of the statistical versus the radiative transfer model approach is analyzed in terms of their prediction accuracy for estimating LAI. The RTM approach also includes a simple wavelength selection procedure. The study is based on airborne HyMap hyperspectral images acquired in parallel with field reference measurements collected during a field campaign in summer 2005 in Majella National Park, Italy.

2. Material

2.1. Study area and sampling

The study site is located in Majella National Park, Italy (latitude 41°52' to 42°14'N, longitude 13°14' to 13°50'E). The park covers an area of 74,095 ha and extends into the southern part of Abruzzo, at a distance of 40 km from the Adriatic Sea. The region is situated in the massifs of the Appennines. The park is characterized by several mountain peaks, the highest being Mount Amaro (2794 m). Geologically, the region is made up of calcareous rocks, which date back to the Jurassic period. The flora of the park includes more than 1800 plant species, which approximately constitute one third of the entire flora in Italy (Cimini, 2005).

Abandoned agricultural areas and settlements in Majella are returning to oak (Quercus pubescens) woodlands at the lower altitude (400 m to 600 m) and beech (Fagus sylvatica) forests at higher altitudes (1200 m to 1800 m). Between these two formations is a landscape composed of shrubby bushes, patches of grass/herb vegetation, and bare rock outcrops. The dominant grass and herb species include Brachypodium genuense, Briza media, Bromus erectus, Festuca sp., Helichrysum italicum, Callium verum, Trifolium pratense, Plantago lanceolata, Sanguisorba officinalis and Ononis spinosa (Cho, 2007).

A field campaign was carried out in July 2005 in which in situ vegetation parameters were collected. Stratified random sampling with clustering was adopted for the field data collection. For this purpose, the area was stratified into grassland, forest, shrubland and bare rock outcrops using a land cover map provided by the management of Majella National Park. Coordinates (x, y) were randomly generated in the grassland stratum to select plots. A total of 45 plots of 30 m by 30 m were generated and a GPS was used to locate them in the field. Due to logistical constraints, available man power and also the time constrain that existed in order to be parallel with the hyperspectral flight, more plots were not feasible. Care was taken to ensure sample plots were located at least 500 m (120 pixels) away from the image border. For each plot, relevant vegetation parameters were measured within four to five randomly selected subplots (1 m by 1 m) and their averages per plot were calculated. The various plots were covered with different species compositions and relative abundances, while the within-plot variability was small. The species varied in terms of leaf shape, leaf size, the number of leaves and their typical angle distribution. The within-plot variability of SPAD measurements also indicated some variation in chlorophyll contents (Darvishzadeh et al., 2008a), albeit this has not been quantified within the present study.

2.2. Field measurements

In each subplot, LAI was non-destructively measured using a widely used optical instrument, the Plant Canopy Analyzer LAI-2000 (LICOR Inc., Lincoln, NE, USA). A detailed description of this instrument is given by Li-COR (1992) and Welles and Norman (1991). Measurements were taken either under clear skies with low solar elevation (i.e., within two hours after sunrise or before sunset, respectively) or under overcast conditions. To prevent direct sunlight on the sensor, samples of below- and above-canopy radiation were made with the sun behind the operator and using a view restrictor of 45°. For each subplot, reference samples of above-canopy radiation were taken by measuring incoming radiation above the grass subplot. Next, five below-canopy samples were collected, from which the average subplot LAI was calculated.

No corrections for leaf clumping were applied as the necessary information was not available at species level. The instrument also does not distinguish between photosynthetic and non/photosynthetic components meaning that the leaf surface measured using the LAI-2000 corresponds to the plant area index (PAI) (Chen et al., 1997). Despite this fact, in the following sections, these measurements are abbreviated as LAI.

Furthermore, in each 1 m by 1 m subplot, a SPAD-502 Leaf Chlorophyll Meter (Minolta, Inc.) was used to assess leaf chlorophyll content. The between-plot variability of the leaf chlorophyll content was used as prior information to restrict the range of simulated values in the look-up table of the radiative transfer model (see 3.4). The SPAD values express the relative concentration of chlorophyll in leaves by measuring transmittance in the red (650 nm) and NIR (920 nm) wavelength regions (Minolta, 2003). SPAD measurements yield a unitless but highly reproducible measure that is well correlated with leaf chlorophyll concentration, and is commonly used to characterize chlorophyll concentration in many plant species (Campbell et al., 1990; Haboudane et al., 2002). A total of 30 leaves representing the dominant species were randomly selected in each subplot, and their SPAD readings were recorded. From the 30 individual SPAD measurements, the average was calculated. These averaged SPAD readings (unitless) were converted into leaf chlorophyll contents (μg cm⁻²) by means of an empirical calibration function provided by Markwell et al. (1995) for corn and soybean. As shown in Table 1, the coefficients of variation (CV) of the measured SPAD readings were low. The low variation precluded a statistical analysis of leaf chlorophyll retrievals.

2.3. Image acquisition and pre-processing

Airborne HyMap data of the study site were acquired on 4 July 2005 during the field campaign. The flight was carried out by DLR, Germany’s Aerospace Research Centre and Space Agency. The HyMap sensor contains 126 wavelengths, operating over the spectral range of 436–2485 nm. The average spectral resolution is...
15 nm for 436–1313 nm, 13 nm for 1409–1800 nm, and 17 nm for 1953–2485 nm. The spatial resolution of the data is 4 m (average flight height 1983 m above ground). The data were collected in four image strips with overlaps of about 30%, each covering an area of about 40 km by 2.3 km. The image acquisition was close to solar noon and the solar zenith and azimuth angles for the four image strips ranged between 30° C 176 and 33.7° C 176 and 111.5° C 176 to 121° C 176, respectively.

The image strips were atmospherically and geometrically corrected by DLR. The atmospheric correction was performed using ATCOR4-r (rugged terrain), which is based on the MODTRAN-4 radiative transfer code. However, effects related to the sensor’s large field of view in across-track direction (Schiefer et al., 2006) were not accounted for, resulting in some visible artefacts towards the borders of the strips. Conversely, our sample plots were located mainly in the central parts of the images (Fig. 1).

The geometric accuracy of the images was reported by DLR with two meters (half pixel). We also examined this accuracy by another set of images from the same area. The imagery which was taken one year before our experiment (i.e., in 2004) with the same specifications and with several control points, confirmed the specified accuracy.

The corrected strips were used to retrieve the spectra of each sample plot. Only sample plots located at least 120 pixels (500 meters) away from the border were used. As the pixel size of the imagery was 4 m, a 7 by 7 pixel window (i.e., 28 m by 28 m) centered around the central position of a plot was used for collecting grass spectra from each sample plot (plot size 30 m by 30 m). By taking only pixels located entirely in the plot, we avoided border effects. From the 7 by 7 pixel window, the average spectrum was calculated. Owing to cloud coverage in some portions of the strips, the spectra of 4 of the 45 plots could not be extracted. Hence, only the remaining 41 plots were considered for the analysis. Table 1 summarizes the statistics of the measured variables for these plots.

### 3. Methods

We investigated radiative transfer model inversion and two statistical modeling techniques (narrow band vegetation indices and partial least squares regression) to estimate the LAI of the studied grasslands.

#### 3.1. Narrow band vegetation indices

Narrow band vegetation indices were computed from the extracted HyMap spectra in the form of two indices: (1) the normalized difference vegetation index (NDVI) (Rouse et al., 1974) as a representative of ratio indices (NDVI-like), and (2) the second soil-adjusted vegetation index (SAVI2) (Major et al., 1990) as a representative of soil-based indices (SAVI2-like). These two vegetation indices have been shown to perform with the highest accuracy for estimating vegetation biophysical characteristics computed from field spectra (Darvishzadeh et al., 2009).

The narrow band NDVI-like and SAVI2-like indices were systematically calculated for all possible 126 by 126 = 15,876 wavelength combinations between 436 nm and 2485 nm. The NDVI-like was computed according to:

\[
\text{NDVI}_{\text{narrow}} = \frac{\rho_{\lambda_1} - \rho_{\lambda_2}}{\rho_{\lambda_1} + \rho_{\lambda_2}}
\]

where \(\rho_{\lambda_1}\) is the reflectance at wavelength \(\lambda_1\) and \(\rho_{\lambda_2}\) is the reflectance at wavelength \(\lambda_2\) with \(\lambda_1 \neq \lambda_2\).

The narrow band SAVI2-like was calculated according to the following formula:

\[
\text{SAVI}_{2\text{narrow}} = \frac{\rho_{\lambda_1}/\rho_{\lambda_2}}{(b/a)}
\]

<table>
<thead>
<tr>
<th>Measured variables</th>
<th>Min</th>
<th>Mean</th>
<th>Max</th>
<th>StDev</th>
<th>Range</th>
<th>Variation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAI (m² m⁻²)</td>
<td>0.72</td>
<td>2.87</td>
<td>7.54</td>
<td>1.59</td>
<td>6.8</td>
<td>0.55</td>
</tr>
<tr>
<td>Leaf chlorophyll</td>
<td>18.9</td>
<td>28.7</td>
<td>40.9</td>
<td>4.7</td>
<td>22.0</td>
<td>0.16</td>
</tr>
<tr>
<td>Dominant species number</td>
<td>1</td>
<td>2.34</td>
<td>4</td>
<td>0.81</td>
<td>3</td>
<td>0.35</td>
</tr>
</tbody>
</table>
where $\rho$ is the reflectance, $a$ is the slope, and $b$ is the intercept of the soil line between bands at wavelengths $\lambda_1$ and $\lambda_2$.

The soil line parameters $a$ and $b$ were calculated from field spectral measurements of bare soils of a few plots with no vegetation, assuming that the measured soil optical properties were representative for the study area. For further details on procedures refer to Darvishzadeh et al. (2008a,b). We assumed that the soil line concept, originally defined for the red-NIR feature space, could be transferred to other spectral domains (Thenkabail et al., 2000; Schlerf et al., 2005) meaning that soil lines exist between all wavebands. This assumption is supported by Jacquemoud et al. (1992), who demonstrated that the soil line concept is valid for any wavelength combination, as long as the bands are not within strong water absorption bands. The soil lines are stable with changing (i) soil water content, (ii) soil roughness, and (iii) observation/illumination geometry. Consequently, the soil line parameters were systematically calculated for all possible band combinations (126 by 126) and subsequently used in Eq. (2).

### 3.2. Partial least squares regression

Partial least squares regression (PLSR) is a technique that reduces the large number of measured collinear spectral variables to a few non-correlated latent variables or factors while maximizing co-variability to the variable(s) of interest (Geladi and Kowalski, 1986; Hansen and Schjoerring, 2003; Cho et al., 2007; Farifteh et al., 2007). The latent variables contain the relevant information present in the measured reflectance spectra and are used to predict the dependent variable (here, LAI).

As with other linear calibration methods, in partial least squares regression the aim is to build a linear model:

$$ Y = X\beta + e $$

where $Y$ is the mean-centered vector of the response variable (LAI), $X$ is the mean-centered matrix of the predictor (spectral reflectance), $\beta$ is the matrix of coefficients, and $e$ is the matrix of residuals. Partial least squares regression is related to the principal component regression (Geladi and Kowalski, 1986). Whereas principal component regression performs the decomposition on the spectral data alone, partial least squares regression uses the response variable information during the decomposition process and performs the decomposition on both the spectral data and the response variable simultaneously (Schlerf et al., 2003). This explains the often better accuracy of PLS compared to PCR in spectrometric studies (e.g., Atzberger et al., 2010). Valuable descriptions of the partial least squares regression algorithm are given in Geladi and Kowalski (1986) and Ehsani et al. (1999).

In conditions where highly correlated input variables (spectral reflectances) are included in the model, an appropriate variable selection is known to improve partial least squares regression models (Kubinyi, 1996; Davies, 2001; Cho et al., 2007). Variable selection is particularly successful if noisy wavelengths not related to the variable of interest can be eliminated. Partial least squares regression was applied to the entire reflectance spectra (436 nm to 2485 nm) and to a subset of wavelengths (see Table 2) specifically related to (i) soil water content, (ii) soil roughness, and (iii) observation/illumination geometry during the decomposition process and performs the decomposition on both the spectral data and the response variable simultaneously (Schlerf et al., 2003). This explains the often better accuracy of PLS compared to PCR in spectrometric studies (e.g., Atzberger et al., 2010). Valuable descriptions of the partial least squares regression algorithm are given in Geladi and Kowalski (1986) and Ehsani et al. (1999).

As with other linear calibration methods, in partial least squares regression the aim is to build a linear model:

$$ Y = X\beta + e $$

where $Y$ is the mean-centered vector of the response variable (LAI), $X$ is the mean-centered matrix of the predictor (spectral reflectance), $\beta$ is the matrix of coefficients, and $e$ is the matrix of residuals. Partial least squares regression is related to the principal component regression (Geladi and Kowalski, 1986). Whereas principal component regression performs the decomposition on the spectral data alone, partial least squares regression uses the response variable information during the decomposition process and performs the decomposition on both the spectral data and the response variable simultaneously (Schlerf et al., 2003). This explains the often better accuracy of PLS compared to PCR in spectrometric studies (e.g., Atzberger et al., 2010). Valuable descriptions of the partial least squares regression algorithm are given in Geladi and Kowalski (1986) and Ehsani et al. (1999).

<table>
<thead>
<tr>
<th>Wavelength nm</th>
<th>Vegetation parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>466</td>
<td>Chlorophyll b</td>
<td>Curran (1989)</td>
</tr>
<tr>
<td>695</td>
<td>Total chlorophyll</td>
<td>Gitelson and Merzlyak (1997), Carter (1994)</td>
</tr>
<tr>
<td>725</td>
<td>Total chlorophyll, leaf mass</td>
<td>Horler et al. (1983)</td>
</tr>
<tr>
<td>740</td>
<td>Leaf mass, LAI</td>
<td>Horler et al. (1983)</td>
</tr>
<tr>
<td>786</td>
<td>Leaf mass</td>
<td>Guyot and Baret (1988)</td>
</tr>
<tr>
<td>845</td>
<td>Leaf mass, total chlorophyll</td>
<td>Thenkabail et al. (2004)</td>
</tr>
<tr>
<td>895</td>
<td>Leaf mass, LAI</td>
<td>Schlerf et al. (2005), Thenkabail et al. (2004)</td>
</tr>
<tr>
<td>1114</td>
<td>Leaf mass, LAI</td>
<td>Thenkabail et al. (2004)</td>
</tr>
<tr>
<td>1215</td>
<td>Plant moisture, cellulose, starch</td>
<td>Curran (1989), Thenkabail et al. (2004)</td>
</tr>
<tr>
<td>1659</td>
<td>Lignin, leaf mass, starch</td>
<td>Thenkabail et al. (2004)</td>
</tr>
<tr>
<td>2173</td>
<td>Protein, nitrogen</td>
<td>Curran (1989)</td>
</tr>
<tr>
<td>2359</td>
<td>Cellulose, protein, nitrogen</td>
<td>Curran (1989)</td>
</tr>
</tbody>
</table>

### 3.3. Validation of statistical techniques

To evaluate the performance of the statistical techniques, the cross-validation (leave-one-out) procedure was used, yielding reproducible and statistically sound results. In cross-validation, each sample is estimated by the remaining samples. This meant that for estimating LAI we developed 41 individual models, each time with data from 40 observations. The calibration model was then used to predict the observation that was left out. The resulting cross-validated RMSE (RMSECV) and the cross-validated coefficient of determination ($R^2_{CV}$) were selected as the main accuracy indicators of the statistical models in predicting unknown samples.

### 3.4. The PROSAIL radiative transfer model

The widely used PROSAIL radiative transfer model was selected for the physically based canopy parameter retrieval. PROSAIL is a combination of the SAIL canopy reflectance model and the PROSPECT leaf optical properties model. Both sub-models are relatively simple and need only a limited number of input parameters with reasonable computation time, which makes model inversion for retrieval of leaf and canopy parameters feasible.

The PROSPECT model (Jacquemoud and Baret, 1990; Jacquemoud et al., 1996; Fourty et al., 1996) calculates the leaf hemispherical transmittance and reflectance as a function of four input parameters: the leaf structural parameter $N$ (unitless); the leaf chlorophyll $a + b$ concentration $C_{ab}$ ($\mu g$ cm$^{-2}$); the dry matter content $C_m$ (g cm$^{-2}$); and the equivalent water thickness $C_w$ (cm). The spectral leaf optical properties (leaf reflectance and transmittance) calculated by PROSPECT are inputs into the SAIL canopy reflectance model. This model (Verhoef, 1984; Verhoef, 1985) is a one-dimensional bidirectional turbid medium radiative transfer model that has been later modified to take into account the hot spot effect in plant canopy reflectance (Kuusk, 1991). Turbid medium defines the canopy as a horizontally homogeneous and semi-infinite layer that consists of small vegetation elements that act as absorbing and scattering particles of a given geometry and density. The model has been successful when used in
homogeneous vegetation canopies (Verhoef, 1984; Meroni et al., 2004; Atzberger and Richter, 2009). Apart from the leaf reflectance and transmittance, the SAIL model requires eight input parameters to simulate the top-of-canopy bidirectional reflectance. These are sun zenith angle, $t_s$ (deg); sensor viewing angle, $t_v$ (deg); relative azimuth angle between sensor and sun, $phi$ (deg); fraction of diffuse incoming solar radiation, $sky$; background reflectance (soil reflectance) for each wavelength, $rl$; LAI (m$^2$ m$^{-2}$); average leaf inclination angle, $ALA$ (deg); and the hot spot size parameter, $hot$ (m m$^{-1}$), defined as the ratio between the average size of the leaves and the canopy height (Verhoef, 1985). To account for soil brightness changes induced by moisture and roughness, we used a (multiplicative) soil brightness parameter, scale (Richter et al., 2009). Therefore, in PROSAIL 12 input parameters that characterize the leaf, the canopy and the soil have to be specified. Of the 12 input parameters, four parameters were fixed (sensor viewing angle, azimuth angle, sun zenith angle and fraction of diffuse incoming solar radiation). For the eight remaining input parameters (i.e., LAI, ALA, scale, $hot$, $N$, $Cmb$, $Cmb$, and $Cwb$), 100,000 parameter sets were generated randomly (Table 3) to realize the look-up table (LUT) used for model inversion.

3.4.1. The look-up table (LUT) inversion

Look-up-tables (LUT) provide an easy way for inverting radiative transfer models (Knyazikhin et al., 1999). Compared to numerical optimization and neural network methods, LUT constitute an interesting alternative because they permit a global search (avoiding local minima) while showing less unexpected behavior when the spectral characteristics of the targets are not well represented by the modeled spectra (Atzberger, 2010). A LUT is built in advance of the actual inversion through forward calculations using the radiative transfer model. For the inversion, only search operations are needed to identify the parameter combinations that yield the best fit between measured and LUT spectra. However, to achieve high accuracy for the estimated parameters, the dimension of the table must be large enough (Weiss et al., 2000; Combal et al., 2002; Tang et al., 2006).

To build the LUT, 100,000 parameter combinations were randomly generated (uniform distributions) and used in the forward calculation of the PROSAIL model. Working with the same RTM, a size of 100,000 LUT entries was found by Weiss et al. (2000) and Richter et al. (2009) to be a good compromise between IT requirements and the accuracy of the estimates. We also tested normally distributed random parameters and found no significant differences (not shown). The ranges (minimum and maximum) for each of the eight “free” model parameters are reported in Table 3. To prevent too-wide parameter spaces, and to increase the sampling density, the approximate maximum and minimum values of LAI, $Cwb$ and ALA (recorded along with LAI, using the LAI-2000 instrument) were selected based on prior knowledge from the field data collection (Combal et al., 2003). Concerning the leaf structural parameter $N$ in PROSPECT we selected a range of 1.5 to 1.9 since grasses have relatively thin leaves. This range was used in a previous study by Darvishzadeh et al., 2008 and is in agreement with the mean value ($N = 1.6$) that Vohland and Jarmer (2008) used for grassland species, it is also a little more limited than the more general study by le Maire et al. (2004) and le Maire et al. (2008). In a direct simulation module, Haboudane et al. (2004) and Houborg et al. (2007) used a fixed value of 1.55 for various crops, including corn, soybean, wheat and spring barley. Jacquemoud et al. (2000) used a fixed value of $N = 1.7$ for soybean, while Atzberger et al. (2003) used a range of $N = 2 \pm 0.34$ for wheat crop. The ranges of other input parameters ($Cwb$, $Cmb$ and hot) were similarly selected (Table 3) in agreement with the existing literature (Combal et al., 2003; Haboudane et al., 2004; le Maire et al., 2004; Schlerf and Atzberger, 2006; Cho, 2007; Houborg and Boegh, 2008; le Maire et al., 2008; Haboudane et al., 2008).

To represent soil optical properties we used the measured average bare soil reflectance spectra of the study area. This step would need to be repeated when transferring the modeling approach to landscapes with strongly differing soil optical properties. The scale parameter range shown in Table 3 was used to mimic eventually occurring soil brightness changes (Richter et al., 2009). With respect to the fraction of diffuse incoming solar radiation ($sky$), a fixed value of 0.1 across all wavelengths was used, as in many similar studies (Cho, 2007). Hence, we have neglected the fact that the amount of diffuse sky light depends on atmospheric conditions and solar zenith angle, and, furthermore, is wavelength-dependent. This simplification seems justified, however, by the fact that $sky$ has only a very small influence on canopy reflectance (Clever and Verhoef, 1991) and by the lack of on-site measurements of $sky$. Since most of the plots were located close to the nadir line of the image strips, the sensor viewing angle ($t_v$) and the relative azimuth angle ($phi$) were fixed at 0°. The sun zenith angle was fixed at 31.5°.

To find the solution to the inverse problem for a given canopy spectra, for each modeled reflectance spectra of the LUT the root mean square error between measured and modeled spectra (RMSE$_c$) is calculated according to:

$$RMSE_c = \sqrt{\frac{\sum_{i=1}^{n} (R_{measured,i} - R_{model,i})^2}{n}}$$

where $R_{measured}$ is the measured reflectance at wavelength $\lambda$, $R_{model}$ is the modeled reflectance at the same wavelength in the LUT, and $n$ is the number of wavebands. Traditionally, the solution is regarded as the set of input parameters corresponding to the reflectance in the LUT which provides the smallest RMSE$_c$. However, this solution is not always the optimal solution since it may not be unique (ill-posed problem) (Atzberger, 2004). To overcome this problem and to enhance the consistency of the estimated variables, we also investigated the mean and median from the best 10 and 100 simulations, respectively (Combal et al., 2003).

An appropriate band selection – or alternatively the weighting of different spectral bands – is known to improve radiative transfer model inversion and prevents bias in the estimation of the variables of interest (Meroni et al., 2004; Schlerf and Atzberger, 2006; Lavaugne et al., 2007). This is particularly the case if the hyperspectral data set contains wavebands that are either noisy or poorly modeled by the radiative transfer model being inverted.

Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Abbr. in model</th>
<th>Unit</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf area index</td>
<td>LAI</td>
<td>m$^2$ m$^{-2}$</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Mean leaf inclination angle</td>
<td>ALA</td>
<td>Deg</td>
<td>40</td>
<td>70</td>
</tr>
<tr>
<td>Leaf chlorophyll content</td>
<td>$C_{mb}$</td>
<td>mg cm$^{-2}$</td>
<td>15</td>
<td>45</td>
</tr>
<tr>
<td>Leaf structural parameter</td>
<td>$N$</td>
<td>No dimension</td>
<td>1.5</td>
<td>1.9</td>
</tr>
<tr>
<td>Dry matter content</td>
<td>$C_{mb}$</td>
<td>g cm$^{-2}$</td>
<td>0.005</td>
<td>0.010</td>
</tr>
<tr>
<td>Equivalent water thickness</td>
<td>$C_{mb}$</td>
<td>cm</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Hot spot size</td>
<td>$hot$</td>
<td>m m$^{-1}$</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>Soil brightness</td>
<td>scale</td>
<td>No dimension</td>
<td>0.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

* The minimum and maximum values are selected based on prior knowledge from field measurements.
Neither the selection of an optimal spectral subset, nor the weighting of spectral bands, are trivial problems but are still open issues within the remote sensing community (Meroni et al., 2004; Lavergne et al., 2007; Atzberger, 2010). Therefore, to account for band selection, the inversion of the model was also tested with a small number of pre-defined bands related to leaf chlorophyll, LAI and leaf dry mass (Table 2). As an alternative, we also propose a simple approach which discards wavelengths that are not well modeled by PROSAIL. The iterative approach starts with an elimination of the worst modeled spectral band (calculated across all sample plots). The LUT inversion is then repeated and the modeling accuracy of the different bands is again assessed. The process continues until all bands are modeled with accuracies better than a user-specified threshold (RMSE ≤ 0.02).

3.4.2. Evaluation of PROSAIL in forward mode

It is recommended to carefully evaluate the performance of the selected radiative transfer model in forward mode before starting the RTM inversion (Baret and Buis, 2008; Stuckens et al., 2009). For this reason, it was checked whether PROSAIL is well adapted to simulate the grassland spectra given the measured LAI and \( C_{ab} \) values. Without such a check, one would invert the radiative transfer model without being sure that it is well adapted to the canopy of interest (here Mediterranean grasslands).

To quantify the agreement between measured and simulated data, we calculated a reflectance mismatch between each HyMap spectra and the reflectances in a simulated training database. The training database was established for each plot individually, as each plot is characterized by a particular LAI and \( C_{ab} \) combination. For each plot, we took the measured LAI and \( C_{ab} \) values and the prescribed ranges of the other parameters (Table 3) and run PROSAIL in forward mode (10,000 simulations). Since LAI and \( C_{ab} \) may have had some possible measurement errors, the measured parameter values for these two variables were varied by 15 percent around their field measured mean values.

Ten wavelengths well spread over the whole range – and outside the bands that are not well simulated by PROSAIL (Darvishzadeh et al., 2008a) – were used to assess the simulation accuracy of PROSAIL in forward mode. The reflectance mismatch was then defined as the minimum RMSE calculated between the measured spectrum and the best fitting spectrum of the training database. The procedure was repeated for all 41 plots.

4. Results

4.1. Narrow band vegetation indices

Narrow band indices were calculated in the form of NDVI-like and SAVI2-like indices from the HyMap reflectance spectra, using all possible two-band combinations. The coefficients of determination (R²) between these narrow band vegetation indices and the \( \text{in situ} \) LAI measurements were computed. These results are illustrated in Fig. 2 in form of a 2-D correlation plot. The meeting point of each pair of bands in a 2-D plot corresponds to the R² value between the LAI value and the vegetation index value calculated from the HyMap reflectance values in those two wavelengths. The 2-D correlation plots are rather different with those presented in le Maire et al. 2008. The discontinuities that are observed in these plots are due to gaps in the reflectance values that exist in the data (e.g., regions with strong water vapor absorption) whereas these regions in le Maire et al. 2008 are left blank. Moreover, in their study individual wavelengths are used for plotting the RMSE values while here the correlation (R²) was assessed at discrete combinations of two HyMap bands, whereas for convenience we decided to label the x- and y-axis as “wavelength”. Based on the R² values in the 2-D correlation plots, band combinations that formed the best indices were determined for LAI estimation. The three best performing band positions are tabulated in Table 4 together with cross-validated R², RMSE and the normalized RMSE (nRMSE = RMSE/mean field measured LAI) statistics. The cross-validated R² between the grass LAI and the two narrow band indices were relatively high (0.83 to 0.85). Normalized RMSE were lower than 0.25. The narrow band SAVI2-like performed somewhat better than did the narrow band NDVI-like. This may indicate a slight advantage of the soil-based SAVI2-like index over the ratio index NDVI-like probably related to a better minimization of soil background effects.

As it is also can be observed from Table 4, for both indices, the “optimum” bands for LAI estimation were found in the NIR and SWIR regions. This confirms previous studies that have demonstrated that the bands from these regions are important for LAI estimation (Brown et al., 2000; Cohen and Goward, 2004; Lee et al., 2004). Fig. 2 (c and d) highlights regions where R² ≥ 0.8 for LAI. The observed patterns are in agreement with a previous study by Darvishzadeh et al. (2008b), who found similar patterns for these variables when using a different sampling and sensor (field spectrometer).

Fig. 3 shows the relationships between the estimated cross-validated LAI and measured LAI when using narrow band SAVI2-like. Only a slight saturation tendency for high LAI can be observed. However, as only four out of forty-one samples had LAI > 5, the statement remains vague.

4.2. Partial least squares regression

The relationships between grass variables and reflectance spectra were modeled using partial least square regression (PLS). The optimal number of latent regression factors required to prevent over-fitting in the final model was four. Similar numbers of latent regression factors were found in analog studies (Atzberger et al., 2010). Cross-validated results using the entire reflectance spectra as inputs are shown in Fig. 4. The corresponding statistics are reported in Table 5.

Compared with narrow band vegetation indices (Table 4), PLS slightly increased the cross-validated R² value, but was not able to decrease the nRMSEcv. As can be observed from the scatter plot, high LAI values were again slightly underestimated, similar to Fig. 3 where SAVI2-like has been used as a predictor. Once more, having only few sample points with high LAI values makes the estimation of the saturation asymptote difficult.

We formed a spectral subset of the full spectrum to build new PLS models by selecting a subset of wavelengths closely related to vegetation parameters (see Table 2). Waveband selection did not have any negative effect on the R² values and even slightly decreased the RMSEcv, from 0.68 to 0.64. This supports the view that for vegetation studies a cautiously selected spectral subset includes almost the entire information of the full spectral resolution (Fourt and Baret, 1997). At the same time, eventually occurring problems with noisy wavebands are minimized. In our case, assuming a linear relation between LAI and the spectral variables, twelve (two) bands contained most of the LAI relevant information when used in a PLS model or combined, for example, in the form of SAVI2-like.

4.3. Inversion of PROSAIL

4.3.1. Forward modeling results

The results of the evaluation of the model in the forward mode are summarized in Fig. 5. The top figures show the frequency distribution (Fig. 5a) and empirical cumulated distribution function (Fig. 5b) of the root mean square error (RMSE) between the measured spectrum and the best fitting profile in the training database.
The three best and the three worst simulated deviance spectra (measured HyMap reflectances minus the simulated reflectances of the training database in reflectance units) are shown in the lower part of the figure (Fig. 5c and d). A perfect fit would result in horizontal lines at value zero. This is more or less the case for the three best spectra (Fig. 5c). However, for the three worst spectra significant differences between simulated and measured spectra can be observed (Fig. 5d). This shows that no combination in the LUT was representing these spectra. This could be interpreted as an incapability of the RTM to simulate the actual canopy. Possibly, the mismatch could also result from measurement errors. As most spectra were well modeled (Fig. 5a and b), and as the deviances were relatively modest even for the three worst cases, we believe that a combination of factors is responsible for the rather weak accuracy of these three spectra.

In general terms, the forward modeling exercise showed that with the ground measured LAI and $C_{ab}$ (varied by 15 percent around their recorded value) one is able to simulate the observed spectra quite accurately. We thus concluded that the selected PROSAIL radiative transfer model can be employed for analyzing our Mediterranean grassland targets.

<table>
<thead>
<tr>
<th>Narrow band VI</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>nRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAI NDVI-like</td>
<td>0.83</td>
<td>0.65</td>
<td>0.23</td>
</tr>
<tr>
<td>1068/1215</td>
<td>0.83</td>
<td>0.66</td>
<td>0.23</td>
</tr>
<tr>
<td>1053/1215</td>
<td>0.84</td>
<td>0.63</td>
<td>0.22</td>
</tr>
<tr>
<td>SAVI2-like</td>
<td>0.85</td>
<td>0.62</td>
<td>0.21</td>
</tr>
<tr>
<td>1068/1229</td>
<td>0.84</td>
<td>0.62</td>
<td>0.21</td>
</tr>
<tr>
<td>1053/1229</td>
<td>0.84</td>
<td>0.63</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 4. The best three band positions (derived from 2-D correlation plots) and performance of narrow band vegetation indices for predicting LAI in Majella National Park, Italy, using HyMap data. $R^2$ is the cross-validated coefficient of determination between estimated and predicted LAI; RMSE is the cross-validated root mean square error; and nRMSE is the normalized cross-validated root mean square error, i.e., RMSE divided by mean ($n = 41$).
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\[ R^2 = 0.87 \text{ and } \text{nRMSE} = 0.24 \]

Fig. 4. Cross-validated prediction of LAI in Majella National Park, Italy, using the entire reflectance spectra of HyMap in partial least squares regression models with 4 latent factors.

### Table 5

<table>
<thead>
<tr>
<th>No. of factors</th>
<th>( R^2_{CV} )</th>
<th>( \text{RMSE}_{CV} )</th>
<th>( \text{nRMSE}_{CV} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire spectra</td>
<td>LAI 4</td>
<td>0.87</td>
<td>0.68</td>
</tr>
<tr>
<td>Spectral subset I (Table 2)</td>
<td>LAI 4</td>
<td>0.87</td>
<td>0.64</td>
</tr>
</tbody>
</table>

4.3.2. Inversion using the full spectral information

To find the solution to the inverse problem, the LUT was sorted according to the cost function (equation 4) and the set of variables where the cost function was minimal was considered as the solution. In the following, we will refer to this as “best-fit”. Fig. 6 illustrates measured and simulated canopy reflectance spectra found in this way for two subplots with contrasting LAI values.

As can be observed from Fig. 6, the simulated reflectances were generally in relatively good agreement with the measured reflectances for canopies with different LAI values. A more concise analysis reveals that most spectral bands were modeled with average absolute error (AAE) (Eq. (5)) lower than 0.02 reflectance units (Fig. 7).

\[
\text{AAE}_j = \frac{1}{q} \sum_{i=1}^{q} \left| \frac{R_\text{measured}(j) - R_\text{bestfit}(j)}{C_0} \right|
\]

where \( R_\text{measured} \) is the measured reflectance at wavelength \( j \); \( R_\text{bestfit} \) is the best-fit reflectance at the same wavelength; and \( q \) is the number of samples (=41). In sub-section 4.3.3 we present a spectral subset where these bands (with AAE greater or equal to 0.02) have been excluded.

The relation between the measured and estimated LAI (best-fit) is demonstrated in Fig. 8. It can be observed that the PROSAIL inversion yielded similar accuracies compared to the statistical models \( R^2 = 0.86 \) and \( \text{nRMSE} = 0.24 \). In contrast to the empirical models, a slight offset can be noted.

Investigation of the histograms of the remaining PROSAIL parameters \( (N, \text{ALA}, C_\text{up}, C_\text{im}, C_\text{w}, \text{hot}, \text{and scale}) \) revealed that for most of them, several (30 out of 41) sample plots reached the upper/lower boundary of at least one model parameter (not shown). This highlights the importance of using appropriate prior information when constructing LUT for radiative transfer model inversion (Combal et al., 2003). The fact that for some samples the boundaries were reached could also be the result of either noisy or poorly modeled wavelengths, in particular by considering that the parameter ranges were relatively large (Table 3) (Schlerf and Atzberger, 2006; Darvishzadeh et al., 2008a).

We also evaluated the retrieval accuracy if “multiple solutions” are used (i.e., the mean of the first 10 and the first 100 best fits of the LUT) thus minimizing the ill-posedness of the inverse problem (Combal et al., 2003). Table 6 compares the “multiple solutions” with the “best-fit” LUT solutions, demonstrating how different solutions affect the inversion results. We tested the significance of the results and found no significant differences between the statistical parameters used for any number of solutions (one-way ANOVA; \( p > 0.05 \)). Nevertheless, throughout the rest of this study, we used the LUT inversion using the first 10 solutions for estimating the grass LAI.

4.3.3. Use of spectral subsets in the inversion process

The average absolute errors (AAE) between measured and best-fit spectra as a function of wavelengths are plotted in Fig. 7. It can be seen that the AAE in some regions is relatively high (greater than 0.02), especially close to the water vapor absorption regions (1135 nm to 1400 nm, and 1820 nm to 1940 nm). We considered bands with an AAE greater or equal to 0.02 as wavelengths being either poorly modeled or defectively measured. The aim was to use a spectral subset for PROSAIL inversion where all bands are modeled with AAE < 0.02. This was achieved using an iterative procedure starting with the full spectral resolution. In the first iteration, the band having the highest AAE was removed and the LUT inversion was repeated (as well as the AAE calculation – Eq. 5). The process was repeated until all remaining wavelengths had an AAE less than 0.02. The elimination of wavelengths stopped after 19 iterations. The remaining wavebands \( (n = 107) \) were termed “subset II”. Subset II and the wavelengths identified from literature (Table 2) (subset I) were used for the inversion procedure.

The role of the spectral subsets in the estimation of grassland LAI was again evaluated on the basis of the \( R^2 \) and the normalized RMSE between the measured and estimated LAI. The results showed that, after removing the wavelengths not well modeled by PROSAIL (and using the 10 best fits of the LUT), the relationship between measured and estimated LAI was considerably improved (Table 7). Using subset II, LAI was estimated with an accuracy of 0.53 m² m⁻², which represents 18 percent of the average field measured LAI (nRMSE) or just 8 percent of the range of field measured LAI \( (0.7 < \text{LAI} < 7.5) \).

The positive influence of using multiple solutions for coping with the ill-posedness of the inverse problem is evident by comparing the mentioned results with those obtained using the same subset but the best fitting spectra (Table 7). On the contrary, employing subset I could not improve the retrieval accuracy compared to the full spectral resolution (Table 7). Compared to subset II, much lower accuracies have been obtained. This highlights the need for a careful elimination of wavebands not well simulated by the RTM.

4.4. Mapping grass variables

The LAI of the Majella grassland was mapped using the PROSAIL model. A grassland mask separated non-grass areas from grassland in the HyMap image strips. The mask was established using a maximum likelihood classification and eliminated areas occupied by other land cover types (mainly forest and housing). The masked HyMap image was used as input to the inversion process and a map of predicted LAI was retrieved using the spectral subset II and the mean of 10 best fitting LUT spectra. The resulting map is presented in Fig. 9. It confirms the spatial distribution of LAI with respect to the forage conditions and grazing intensities (Bemigisha, 2008). It is also closely matched with our observation during the field campaign (Cho, 2007; Bemigisha, 2008).
The mean LAI obtained for all image pixels representing grassland was 2.91 m² m⁻² which is very close to the mean LAI of the samples measured during the field measurement (2.87; Table 2). As for the field samples (Table 1), most modeled LAI lay between 1 and 4.5.

5. Discussion

Compared with the statistical models used in this study, inversion of the radiative transfer model yielded a similar (full spectral resolution) or even higher (spectral subset II) $R^2$ (and lower normalized RMSE) values between field-measured and modeled LAI. This supports previous studies (Gemmell et al., 2002; Schlerf and Atzberger, 2006), which demonstrated that inversion of a radiative transfer model may yield accuracies comparable to those of statistical approaches. The main benefit of using the physical rather than the statistical approach is that comprehensive field measurements are not required for model calibration. However, inversion of the physically based models is always hampered by the ill-posed inverse problem (Combal et al., 2002; Atzberger, 2004). In the current work this problem was alleviated by using multiple solutions instead of the best fitting spectra. An additional challenge in using physical based models is the large number of input variables that must be specified as well as the computational load for inverting the radiative transfer models.

The optimum bands for use within the two vegetation indices (NDVI-like and SAVI2-like) were found in the NIR to SWIR regions. This confirms previous studies where SWIR bands significantly strengthened the relationship between the spectral reflectance and LAI (Nemani et al., 1993; Brown et al., 2000; Cohen and Goward, 2004; Lee et al., 2004).
Compared with the narrow band NDVI-like, the narrow band SAVI2-like gave somewhat higher $R^2$ (and lower normalized RMSE) values for LAI. This result is in agreement with findings of Broge and Leblanc (2001), who found SAVI2 to be an optimal vegetation index for LAI estimation as this index reduces the impact of soil background effects. Even though the vegetation indices gave satisfactory results in our research, one cannot overlook the three main disadvantages that limit the usefulness of (2-band) vegetation indices: (i) they consider only part of the available (hyperspectral) information, (ii) they are more noise-sensitive as compared to full-spectrum methods (Atzberger et al., 2010), and (iii) they rely on the availability of reference data sets for model calibration.

By selecting a subset of wavelengths known to be strongly related to vegetation parameters (subset I), the results of partial least squares regression only slightly improved, contrary to findings in the literature (Kubinyi, 1996; Davies, 2001; Cho et al., 2007). A possible explanation is that subset I still contained wavebands with higher noise levels. This view is supported by the fact that subset I also gave lower accuracies when inverting the RTM, compared to subset II (with all wavebands eliminated not well represented by the RTM).

To make sure that PROSAIL is well adapted for simulating the Mediterranean grassland spectra given the measured LAI and $C_{ab}$ values, its performance was evaluated in forward mode before starting the RTM inversion. The results of forward modeling revealed that most spectra were well modeled. Deviances between measured and simulated spectra were relatively modest even for the worst cases. It confirmed that with the ground measured LAI and $C_{ab}$ (varied by 15 percent around their recorded value) one is able to simulate the observed spectra quite accurately. Thus it was concluded that the selected PROSAIL radiative transfer model can be employed for analyzing our Mediterranean grassland targets.

Concerning the inversion of physical models, Combal et al. (2003) and Meroni et al. (2004) have shown that utilizing prior information is an efficient way of solving the ill-posed problem and improving the accuracy of the estimated canopy variables. In the case of spatialized (remote sensing) data, Atzberger (2004) and Atzberger and Richter (2009, 2011) showed that for mono-species canopies the intercorrelation between spectral bands of neighboring pixel can be used to regularize the ill-posed inverse problem. However, the regularization of the inverse problem was beyond the scope of this study. We simply used the approximate maximum and minimum values from the field measurements for the three parameters LAI, $C_{ab}$ and ALA as prior information for building the LUT and literature values for the remaining parameters. In this way, we increased the sampling density and constrained the estimated grass biophysical characteristics into reasonable ranges. However, the LUT should probably be adapted...
when used in a study area with strongly different soil optical properties, as a local soil data base was used for constructing the LUT.

Albeit successful, the imposed upper/lower boundaries in the LUT had as a logical consequence that estimated parameters could not go beyond the imposed bounds. This contradicts somewhat the physical approach as the prior information has an overwhelming influence (Baret and Buis, 2008). On the other hand, this is what one expects in the case of an ill-posed inverse problem, which may lead to solutions far away from the true parameter combination. To avoid the solution reaching fixed boundaries one could instead use a modified cost function in the LUT search where the prior info is included directly in the calculation of the error surface (e.g., Combai et al., 2002; Houborg and Boegh, 2008; le Maire et al., 2008; Haboudane et al., 2008; Jacquemoud et al., 2009). Such a modified cost-function takes explicitly into account the expected mean value of a model parameter and the uncertainty of the provided prior info. A clear advantage of such an approach is that the influence of the prior info is much smoother.

In the present study, we also did not evaluate the possible benefits of regularization efforts published recently. Increased retrieval accuracies have, for example, been demonstrated by Lavergne et al. (2007) using the reflectance uncertainty matrix in the cost function. This would require, however, running the LUT inversion several times with boot-strap techniques to avoid that the measured and estimated biophysical variables become dependent.

The relationships between measured and estimated LAI were perceptibly improved when only wavelengths with low AAE (subset II and 10 best solutions) were used for model inversion. The result is in agreement with work of Meroni et al. (2004), Fang and Liang (2005), and Schlief and Atzberger (2006). They demonstrated that, when inverting radiative transfer models, the selection of a few wavebands may give better results than those achieved using the full spectral resolution. No improvements could be found when using the spectral subset I, described in the literature as being ‘optimum’ for vegetation studies, probably because some of its wavebands are not well represented by PROSAIL.

6. Conclusion

The results of the study demonstrate that grass canopy LAI can be estimated through the inversion of a radiative transfer model with accuracies comparable to (or even better than) those of statistical approaches. In contrast to statistical approaches, ground-measured biophysical data may be almost entirely used for validating the retrieved model parameters (and for setting the LUT ranges) and are not used to calibrate the model (except the soil reflectance spectra that has to be input into the radiative transfer model). Once an appropriate LUT has been built, it can in principle be applied to different remote sensing data acquired over similar vegetation (and soil) types, thereby overcoming the main limitation of statistical models, which are known to be highly site- and sensor-specific. For example, in a previous study by Darvishzadeh et al. (2008a), a look up table approach was established and validated based on field spectra and the ground LAI measurements. In the present paper that same LUT was applied to HyMap imagery without further modification of the details in the inversion procedure (range of parameters, number of solutions, etc.). Our results show that the inversion procedure was successfully transferred to a sensor that has different spectral settings and that is operating on a different spatial scale.

The present results indicate that radiative transfer models and remotely sensed hyperspectral imaging can be linked for mapping and assessing leaf area index in Mediterranean grasslands with high accuracy (nRMSE = 0.18; R² = 0.91). The proposed inversion procedure and band selection scheme are of interest for the remote sensing community working on improved inversion schemes in specific spectral regions and for different vegetation types. With the aid of recently and future launched spaceborne hyperspectral sensors, e.g., Hyperion and EnMap, global data sets will be available. Hence the application of the developed methods to other vegetation types with mixed species can be evaluated to prove its robustness for mapping important vegetation biophysical and biochemical properties.
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